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Abstract we present a multimodel analysis for mechanistic hypothesis testing in landscape evolution
theory. The study site is a watershed with well-constrained initial and boundary conditions in which a
river network locally incised 50 m over the last 13 ka. We calibrate and validate a set of 37 landscape
evolution models designed to hierarchically test elements of complexity from four categories: hillslope
processes, channel processes, surface hydrology, and representation of geologic materials. Comparison of
each model to a base model, which uses stream power channel incision, uniform lithology, hillslope
transport by linear diffusion, and surface water discharge proportional to drainage area, serves as a formal
test of which elements of complexity improve model performance. Model fit is assessed using an objective
function based on a direct difference between observed and simulated modern topography. A hybrid
optimization scheme identifies optimal parameters and uncertainty. Multimodel analysis determines
which elements of complexity improve simulation performance. Validation tests which model
improvements persist when models are applied to an independent watershed. The three most important
model elements are (1) spatial variation in lithology (differentiation between shale and glacial till),

(2) a fluvial erosion threshold, and (3) a nonlinear relationship between slope and hillslope sediment flux.
Due to nonlinear interactions between model elements, some process representations (e.g., nonlinear
hillslopes) only become important when paired with the inclusion of other processes (e.g., erosion
thresholds). This emphasizes the need for caution in identifying the minimally sufficient process set. Our
approach provides a general framework for hypothesis testing in landscape evolution.

1. Introduction

Earth's surface exhibits a diversity of landforms, each shaped through the interaction of climate (including
the roles of liquid water, ice, and wind), tectonics, and material properties of the surface (including the roles
of lithology, rock fractures, and soil formation). An important open question in quantitative geomorphol-
ogy is the extent to which these landforms contain information about their genesis (Davis, 1892; Gilbert,
1877, 1909). A more formal statement of this question is as follows: To what extent do fundamental observ-
able quantities (such as topography and metrics derived from it) encode information about the equations
that govern Earth surface evolution? This question is challenging to assess because we still lack (1) gener-
alized governing equations that are readily assessed for any landscape from surface topography alone and
(2) agreed-upon approaches for comparing observations and models (Dietrich et al., 2003; Hancock et al.,
2010, 2011; Hancock & Willgoose, 2001; Howard & Tierney, 2012; Ibbitt et al., 1999; Perera & Willgoose,
1998; Skinner et al., 2018). In some landscapes, this challenge can be overcome by making reasonable sim-
plifications to well-vetted governing equations that can be implemented on geologic time and space scales.
Here we use formal model analysis to interrogate the properties of common variants of landscape evolu-
tion models and to identify what elements of additional complexity in model structure improve (or fail to
improve) simulation performance. Specifically, we independently calibrate alternative landscape evolution
models and assess when adding complexity or changing model structure improves simulation performance.
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Figure 1. Hillshade of the study area indicating the extent of the calibration and validation domains used by Barnhart
et al. (2020b). The three map colors indicate the three major geomorphic domains of the region. Topographic data from
the National Elevation Database.

To test and calibrate alternative models, we take advantage of a well-constrained case study in postglacial
landscape evolution, where remnants of a once continuous surface make it possible to reconstruct the latest
Pleistocene paleotopography. We focus on the Franks Creek watershed, a ~5 km? drainage basin in western
New York State, USA (Figure 1, catchment labeled “Calibration Domain”). The site is described by Barnhart
et al. (2020b, their section 3); here we summarize some of its salient aspects. The watershed, which is under-
lain by a combination Devonian shale (Buehler & Tesmer, 1963) and late Pleistocene glacial sediments, was
glaciated until roughly 13 ka (Wilson & Young, 2018). Both the topographic surface at deglaciation and the
incision history of the channel downstream of the study watershed are well constrained (Fakundiny, 1985;
Wilson & Young, 2018), which makes the watershed a good natural experiment with which to test landscape
evolution models (Tucker, 2009). A second nearby watershed with similar size, relief, morphology, and base
level incision history serves as an independent validation site for calibrated models (Figure 1, catchment
labeled “Validation Domain”).

We use the study watersheds shown in Figure 1 as the basis for analyzing, testing, and calibrating a series of
alternative models of long-term landscape evolution, using an approach to model analysis that is outlined in
a companion paper (Barnhart et al., 2020b, their section 2). The choice of models is summarized in section 2,
and presented in greater detail by Barnhart et al. (2020b, their section 4). The objective function that is used
as quantitative basis for assessing model performance is summarized in section 3.3, and also described in
greater detail by Barnhart et al. (2020b, their section 6).

Because the term model is used in many different ways in the natural sciences (e.g., Bras et al., 2003), it is
useful to be precise about the meaning of the word in the context of this study. Here we summarize the more
extensive discussion in Barnhart et al. (2020b, their section 2). We use the term model generally to describe
any quantitative link between conceptual or theoretical descriptions of a system and simulated equivalents
of observable data. A model is therefore any analytical or numerical expression relating input parameters
to simulated equivalents. To appreciate this definition, consider a simple model that fails to capture the
internal dynamics of a study system. If one wanted to improve its performance, one might either adjust
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the value of a given parameter, or make more fundamental changes in model structure. A change in model
structure implies a change in the mathematical form of one or more governing equations, thereby making
it a new and different model. A change in model structure may also change the set of state variables that
are represented or a change in the number of degrees of freedom (e.g., by converting a free parameter to a
fixed value). Other studies have used different definitions of a model (e.g., Pianosi et al., 2016; Skinner et al.,
2018). Our working definition is complementary to our goal: to formally test when adding complexity adds
to simulation performance.

Landscape evolution modeling (see, e.g., reviews by Bishop, 2007; Codilean et al., 2006; Coulthard, 2001;
Martin & Church, 2004; Pazzaglia, 2003; Pelletier, 2013; Temme et al., 2013; Valters, 2016; Willgoose, 2005;
Willgoose & Hancock, 2011) commonly couples together models for surface hydrology, hillslope sediment
transport, and erosion by river channels. We call the specific rules used for each of these components pro-
cess laws. Changes in the process laws (e.g., linear vs. nonlinear rule for hillslope sediment flux) represent
changes in model structure. We refer to all elaborations of model structure, whether it be added parameters,
new state variables, or new process laws, as the introduction of new elements of complexity.

For this study, we consider a set of models that represents a systematic sampling of the model space cre-
ated by 12 binary choices in model construction. These choices fall into four categories: hillslope processes,
channel processes, surface hydrology, and representation of geologic materials. Barnhart et al. (2020b, their
section 4) reviews the basis for each of these permutations in the context of the study site. Each model
structure requires between 2 and 10 input parameters (supporting information Table S1), reasonable ranges
for which are discussed in Barnhart et al. (2020b, their section S5) and in a second companion manuscript
(Barnhart et al., 2020c). The results of our sensitivity analysis are based on the sensitivity of each param-
eter with respect to the objective function. Based on a Method of Morris sensitivity analysis presented in
Barnhart et al. (2020b), some model parameters were set constant for calibration (section 3.6).

Model analysis has previously been used in quantitative Earth surface research to infer timing of fault
motion using 1-D models of scarp evolution (Andrews & Hanks, 1985; Andrews & Bucknam, 1987; Hanks,
2000; Pelletier et al., 2006), infer the form of governing equations most consistent with transient river long
profile evolution (Attal et al., 2011; Hobley et al., 2011; Gran et al., 2013; Loget et al., 2006; Tomkin et al.,
2003; van der Beek & Bishhop, 2003; Valla et al., 2010), and test alternative models of soil production and
transport (Herman & Braun, 2006; Petit et al., 2009; Pelletier et al., 2011; Roering, 2008). In contrast, efforts
to calibrate and validate models that couple hillslope and channel processes have been more limited, and
generally focus on just one model (Gray et al., 2018; Hancock & Willgoose, 2001; Hancock et al., 2010;
Willgoose et al., 2003; Ziliani et al., 2013). Studies that compare alternative coupled models are rare, and
are typically limited to the comparison of just two model structures (Hancock et al., 2010). In this contribu-
tion, we advance the practice of model testing in quantitative geomorphology by systematically evaluating
37 alternative landscape evolution models at a field site with a well-constrained base level lowering history
and access to high-resolution topography. This approach permits us to formalize a method of hypothesis
testing in a way that is suited to our current understanding of landscape evolution theory.

2. Summary of Model Set and Implementation

The geomorphic basis for the 37 candidate models and the description of their governing equations pre-
sented in Barnhart et al. (2020b, their section S1). Here we briefly summarize the models and the reasons
for choosing them.

2.1. Model Set

A summary of the twelve binary choices used to define the model set and the general form of the governing
equations is provided below. From those twelve choices, we selected a small subset of the potential permu-
tations and combinations (of which there are 2! = 4,096—too many for model calibration and validation).
Barnhart et al. (2020D, their section 4.1) describes the basis upon which the full set of 4,096 possible models
was reduced to 36. In this work we added one additional model, BasicChRtTh, to the set of 36 considered
by Barnhart et al. (2020b), as described below.

The default and nondefault options for each binary choice are as follows (where the two-letter code labels
the nondefault option):

1. Hillslope sediment flux as a linear or nonlinear function of local slope (Ch)
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Deterministic or stochastic surface water hydrology (St)

Uniform or variable source area (VSA) runoff (Vs)

Channel erosion rule uses a fixed or variable exponent on drainage area. (Vm)

No minimum threshold or a threshold must be exceeded for channel erosion to occur. (Th)
Stream power or shear stress slope and area exponents. (Ss)

Constant or depth dependent channel erosion threshold. (Dd)

Detachment-limited or entrainment-deposition formulation for channel erosion. (Hy)
Uniform or fine and coarse fluvial sediment. (Fi)

No separate soil layer or explicit soil layer. (Sa)

. Homogeneous lithology or two lithologies. (Rt)

12. Constant climate or time-variable paleoclimate. (Cv)

O XN R W

—
= e

Each permutation was assigned a two-letter code, which is listed in parentheses. For example, the model
using all default options is called Basic, whereas a model that considers two lithologies (“Rt”) and an explicit
soil layer (“Sa”) is BasicRtSa. Each model also has a three-digit hexadecimal code (see Barnhart et al., 2020b,
their Table 1, for detailed explanation). Table 1 lists all considered models. For description of the model
governing equations, see Barnhart et al. (2020b, their section S1). Table S1 lists parameter symbols, names,
and ranges. Table S2 lists parameters that freely varied in calibration for each model.

2.2. Implementation

The 37 models used here were developed using the Landlab Toolkit (Barnhart et al., 2020; Hobley et al.,
2017) and are available in the terrainbento python package (Barnhart, Glade et al., 2019). It is important
to note that Landlab is not, itself, a model. Instead it is a python package containing a gridding engine and
a number of model components, each treating one physical process (e.g., hillslope sediment flux by linear
diffusion). A benefit of developing Landlab-built models is that the difference between alternative models
can be isolated.

We implement our models at a horizontal grid cell spacing of 7.3 m (24 ft) and a time step of 10 years
(1 year for stochastic precipitation models). Barnhart et al. (2020b, their section 6) connects our discretiza-
tion choices with geomorphic process and numerical constraints. Each simulation runs from 13 ka, the time
of last deglaciation, to the present day.

Models are initialized with topography that represents the postglacial topographic surface. The Method of
Morris sensitivity analysis of Barnhart et al. (2020b) indicates that, in terms of the objective function (which
is described further in section 3.3), the models are not sensitive to the choice of initial conditions. As such,
we use the case of 7% channel etching and no change in the upper watershed, as discussed in Barnhart et al.
(2020b, their section 8.2.1).

3. Calibration Approach

The goal of model calibration is to find the set of model input parameters that minimizes the objec-
tive function (e.g., B. Adams et al., 2017a, 2017b; Hill & Tiedeman, 2007; Tarantola, 1987; Tarantola &
Valette, 1982). This is equivalent to finding the global minimum of the objective function surface in a
parameter hyperspace with a number of dimensions equal to the number of estimated parameters. This
minimum represents the “best” parameter value set, conditional on the definition of the objective function
(section 3.3).

There are two major classes of calibration algorithms. Gradient-based methods use the gradient of the objec-
tive function surface to search for a minimum (see B. Adams et al., 2017a, 2017b, their Chapter 6 for
additional background on optimization). In contrast, global methods take a sampling approach to identify a
global minimum. A subtype of gradient-based methods that we employ is the nonlinear least squares method,
a type of optimization algorithm that exploits the mathematical properties of a sum of squares objective
function like the one we define in section 3.3. It is also important to note that some calibration algorithms
use only complex model evaluations (i.e., evaluations of the full model), while others use complex model
evaluations to construct a statistical surrogate model. Surrogate models use complex model evaluations
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Table 1

Summary of Individual Models

Model code terrainbento Element Element Element
and name program if different varied #1 varied #2 varied #3
000 Basic Basic — — —
001 BasicVm Basic variable m — —
002 BasicTh threshold — —
004 BasicSs Basic shear stress® — —
008 BasicDd ,; « incision depth — —
010 Basic Hy entrainment-deposition® — —
040 BasicCh nonlinear creep — —
100 BasicSt stochastic runoff — —
200 BasicVs VSA® — —
400 BasicSa tracks soil/alluvium — —
800 BasicRt tracks two lithologies — —
CCC BasicCv K varies over time — —
012 BasicHyTh BasicHy variable @, entrainment-deposition —
102 BasicStTh variable @, stochastic runoff =
202 BasicThVs variable @, VSA —
802 BasicRtTh variable @, tracks two lithologies —
00C BasicDdSs BasicDd shear stress ,,  incision depth =
014 BasicHySs BasicHy shear stress entrainment-deposition —
104 BasicSsSt BasicSt shear stress stochastic runoff —
204 BasicSsVs BasicVs shear stress VSA —
804 BasicRtSs BasicRt shear stress tracks two lithologies —
018 BasicDdHy .y x incision depth entrainment-deposition =
108 BasicDdSt o, « incision depth stochastic runoff =
208 BasicDdVs o, « incision depth VSA =
808 BasicDdRt o, « incision depth tracks two lithologies —
030 BasicHyFi BasicHy entrainment-deposition variable fraction fines —
110 Basic HySt entrainment-deposition stochastic runoff —
210 BasicHyVs entrainment-deposition VSA —
410 BasicHySa entrainment-deposition tracks soil/alluvium —
810 BasicHyRt entrainment-deposition tracks two lithologies —
440 BasicChSa nonlinear creep tracks soil/alluvium —
840 BasicChrRt nonlinear creep tracks two lithologies —
300 BasicStVs stochastic runoff VSA —
600 BasicSaVs VSA tracks soil/alluvium —
A00 BasicRtVs VSA tracks two lithologies —
C00 BasicRtSa tracks soil/alluvium tracks two lithologies —
842 BasicChRtTh nonlinear creep tracks two lithologies threshold

aShear stress version of water erosion term. PEntrainment-deposition (“hybrid”) water erosion law. SVariable source
area hydrology.

sampled from parameter space to approximate the objective function surface used by the calibration
algorithm to find the optimal parameter set.

Simulations at 7.3 m resolution take approximately 30 min or more on the computing cluster we employed.
As such, a computationally frugal calibration method is necessary for this application. We found that suc-
cessful calibration required a hybrid calibration approach, one that uses a surrogate-based, global method
followed by a complex model, gradient-based, local method. We used Sandia National Lab's Dakota package
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to manage model analysis in this work (B. Adams et al., 2017a, 2017b). The surrogate-based global method
is constructed using Efficient Global Optimization (EGO, Jones et al., 1998). In the EGO method, model
evaluations are iteratively made to create and refine a statistical (Gaussian process) surrogate model of the
objective function. We use EGO to find the region of the global minimum. We then refine the estimate of the
global minimum using a second optimization method, NL2SOL, which is a gradient-based method that is
well suited to least squares problems with large residuals (Dennis et al., 1981). NL2SOL is started from the
best point in parameter space found by EGO. Examination of selected models suggested that this approach
is able to identify optimal parameter sets that meet the success criteria defined in section 3.2 below.

3.1. Nonlinear Least Squares Optimization

Nonlinear least squares methods estimate the vector of optimal parameter values, , that minimize the sum
of squares of the residuals between observations, y, and simulated equivalents, y’(B), as weighted by a weight
matrix, w (B. Adams et al., 2017b; Dennis Jr & Schnabel, 1996; Hill & Tiedeman, 2007). The general form
of the objective function, F;, is defined as

Fobj = [y - Y'(ﬁ)] TW [y - y'([i)] . (1)

This form of objective function is commonly called the L2 norm as it contains squared residuals.

Optimal parameter values are estimated by iterative refinement of the values in § such that F;; is minimized.
Estimated parameter uncertainty is obtained from the parameter variance-covariance matrix V(#), given by

V() = s2TTwI 2

where J is the sensitivity matrix (also called the Jacobian), which describes the partial derivatives of y —y’(#)
with respect to each calibrated parameter in B, and s? is the calculated error variance. The latter is defined
using the bias-corrected version as (Hill & Tiedeman, 2007, their equation (6.1))

2 F, obj

f=—2 3
N;+N, —N,

Here N, is the number of observations, N,,, is the number of prior information values, and N, is the number

of calibrated parameters for a given model. For our application N; = 20, one for each of our landscape

patches, N, = 0, and N, ranges from 2 to 7. It is required that J is not rank deficient (B. Adams et al., 2017b;

Gill et al., 1981).

We initially hypothesized that it would be possible to calibrate the suite of models using only the
Gauss-Newton algorithm, a computationally frugal gradient-based algorithm (Hill & Tiedeman, 2007, pp.
68 and 77). However, preliminary trials with the Gauss-Newton algorithm revealed many local minima,
which meant that the gradient-based method alone was not suitable (section 4.2).

3.2. Definition of Multimodel Calibration Success

Unless it is possible to prove that the objective function is convex in the considered portion of parameter
space, it is not possible to know a priori whether local minima in the objective function surface are present.
When there is an analytical expression for the second derivative of the objective function, this claim can be
proven. However, in the context of landscape evolution models and the objective function used in this study,
no analytical expression exists that relates the input parameter values to the objective function. Thus it is not
possible to prove or disprove convexity a priori. When convexity is not guaranteed, it is not possible to know
whether the parameter set produced by an optimization algorithm represents the global minimum or one
of an unknown number of possible local minima. To address this issue in our multimodel calibration effort,
we created a set of criteria for determining whether a calibration is successful. Similar criteria have been
proposed and used by McKenna and Poeter (1995), Poeter and McKenna (1995), and Foglia et al. (2013).

Criterion 1. Simulated terrain evolution should make sense given the process representation within the spec-
ified model. For example, a model that uses a linear relation between hillslope sediment flux and slope is
expected to simulate plateau edges that are smoother than the real ones. Simulations that contradict basic
geomorphic principles such as this would be suspect and therefore rejected.
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Criterion 2. Model ranking based on an objective function should not be in conflict with model ranking by
experts based on simulated equivalents.

Criterion 3. The best fit parameters obtained from the calibration should not fall on the boundaries of the
parameter space domain. If the best fit value of a particular parameter ends up at the high or low extreme
of its range, then we cannot assess whether this result represents a global minimum. If calibration were
to identify a best fit location at the edge of the parameter range, it could indicate a model deficiency: the
model is simply not correctly representing processes related to that parameter. Alternatively, it could indicate
that a model is adjusting such that it can recover a simpler model through parameter choice (for example,
a threshold value might calibrate to 0, which indicates that the threshold term does not add explanatory
power).

A practical exception to this third criterion is the case of relatively unimportant parameters (such as the
hillslope diffusivity, D) that have little impact on the objective function. In these cases we consider values
near the edge of the parameter range as permissible.

Criterion 4. Any multielement model that has the Basic model as a special case should have a best fit objective
function score that is less than or equal to that of the Basic model. In these cases, it is expected that adding a
degree of freedom should improve model performance. For example, model BasicVm is identical to Basic in
all respects except that it treats the drainage area exponent m as a calibration parameter, rather than fixing
itat 1/2 (see Barnhart et al., 2019). Because m = 1/2 falls within the assigned parameter range, it is possible
for BasicVm to exactly mimic Basic. For models in this category, their best fit objective function score should
be at least as good (i.e., at least as small) as the score for Basic. We interpret failures of such a model to
outperform Basic to indicate that the calibration is stuck in a local minimum in objective function space.
If the parameter space does not allow a model to mimic Basic, this criterion is not applied. For example,
because model BasicSa must produce regolith in order to move it, and erosion rates at the site are high
(~4 m/ka), soil production would need to be unrealistically high to reproduce the dynamics of the Basic
model, which requires no weathering to generate hillslope sediment flux.

More generally, any multielement model whose range includes one or more simpler models should out-
perform the simpler model(s). For example, model BasicRtTh, which uses an erosion threshold (“Th”) and
treats rock and till separately (“Rt”), should outperform both BasicRt and BasicTh.

Criterion 5. A model calibration should be able to complete in a reasonable amount of time. “Reasonable
completion time” was considered to be a single model evaluation (that is running a simulation for one set of
parameters) could not take more than 24 hr on one core of the University of Colorado Summit heterogeneous
supercomputing cluster. Calibration of each model required many model evaluations. The 24 hr limit is due
to the wall time limits for entry into the standard queue on Summit. We did tests to determine whether
relaxing this limit from 24 hr to 7 days resulted in increased completion, and it did not. Seven days is the
longest possible job time on Summit, so increasing job length beyond this limit was not possible.

Exploratory calibration using an objective function composed of weighted topographic metrics (such as the
hypsometric integral) failed to meet Criteria 1-5. We addressed this by assessing and refining the calibra-
tion algorithm and sum of squares objective function elements until we found reasonable results. This is
discussed further in section 4.2.

Three models failed to complete individual simulations within the constraints of Criterion 5: BasicCh (040),
BasicHySa (410), and BasicChSa (440). Model BasicHySa is the model in which numerical stability is most
sensitive to model time step, and parameter values are known to significantly affect the maximum stable
timestep in this class of model (Shobe et al., 2017). Examination of model log files indicated that under cer-
tain parameter combinations, very small timestep size was required. This was not possible given walltime
constraints. Models BasicCh and BasicChSa have an internal routine that reduces sub-time step dura-
tion when needed to ensure numerical stability. When slopes are especially steep, the solution routine can
demand very small internal timesteps, which in turn leads to prohibitively long run times. Because the most
successful models turned out to be those that incorporate separate rock and till lithologies, and the three
uncalibrated models lack this feature, it is likely that they would not have scored well had their calibrations
completed.
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Figure 2. Maps of y elevation categories for the calibration domain (a) and the validation domain (b).

3.3. Objective Function Definition

Our definition of model performance uses an objective function based on a direct cell-by-cell comparison
of modeled and observed DEMs (see Barnhart et al., 2020b, their section 6 for full definition). Use of the
nonlinear least squares optimization method described in section 3 requires fewer simulated equivalents
than the ~10° model grid cells, but more than the number of estimated parameters. To accomplish this we
constructed an objective function composed of residual scores from a set of 20 patches that broadly represent
characteristic landform features (Figure 2). Patches were defined based on two criteria: elevation and the y
index value (Perron & Royden, 2013), which is a topographical property that can be related to equilibrium
channel longitudinal profiles (Harkins et al., 2007). We found that y was useful to distinguish between
similar process domains that are not necessarily spatially adjacent.

The objective function is defined as the sum of the squared patch scores, P
M
Fopy= D P2, 4)
j=1

P;is calculated as

N;
Py= | 2w =), ©)
i=1

where n;’bs is the observed elevation at cell i, nfim is the simulated equivalent, N; is the number of grid cells
in patch j, and wj is a cell-level residual weighting factor. The weight factor for cell i in patch j is given by

w, = — ©)

IV
aiNj

where N, is the total number of grid cells in patch j, and o; is the initial condition elevation uncertainty.
We include the number of cells in the patch in order to weight some patches more than others. Patches in
the lower reaches of the watershed are designed to have fewer cells and thus be emphasized more in the
calibration. Barnhart et al. (2020b, their Figure 4) describes the definition of spatially variable ¢. The objec-
tive function calculations were implemented using the umami python package (Barnhart, Hutton, et al.,
2019).

3.4. Experimental Design

For each of the 37 alternative models, we attempted an independent calibration to estimate each model's
parameters. All calibrations were constrained to predetermined parameter ranges. The number of parame-
ters permitted to freely vary in calibration was determined using the Method of Morris sensitivity analysis
results described in the first companion paper (Barnhart et al., 2020b). The permitted range for each param-
eter was based on the second companion paper (Barnhart et al., 2020c) and is given in Table S1. A list of
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all parameters varied in calibration is given by Table S2. Three of the models failed to meet Criterion 5
(reasonable completion time), and were therefore not considered further.

As an independent check on the calibration, we ran the 34 calibrated models on the five alternative valida-
tion domain postglacial topographies, and calculated the objective function for each (Table S38). Comparing
the calibration and validation results allows us to identify whether the relative rank-ordering of models
changes when the models are run in a similar watershed.

3.5. Metrics of Model Evaluation

We compared the calibrated models with one another based on the minimum objective function value for
each model. Objective functions are inherently statistical quantities, and when objective function values
from different models are compared, this statistical character needs to be considered. This is accomplished
by comparing confidence regions around objective function minima. Following Hill and Tiedeman (2007,
p. 178, equation (8.14), p. 178, their Table 8.2), the (1 — «)100% confidence interval CI, can be calculated as,

CI, = Foi £ 5°Ca_gy00 @)

where s? is as defined in equation (3) and ¢, _,y,q is a critical value.

Confidence intervals based on critical values from the Student ¢ distribution are sometimes considered to
be too small, while those with critical values from the F distribution are too large (Hill & Tiedeman, 2007).
Thus we calculate and report confidence intervals based on critical values from both the Student t and F
distributions. The symmetric confidence intervals implied by equation (7) are valid for symmetric objective
functions. In section 4.1 we explore the objective function of model 000 Basic and find that the objective
function is weakly asymmetric.

Models with more calibration parameters are expected to perform better than models with fewer calibration
parameters, all else equal, simply because there are more fitting parameters. The new parameters can only
be considered to significantly improve the model if the improvement is “sufficient”; in other words, if the
improvement in objective function is more than would be expected from the addition of an extra fitting
parameter. Several model comparison metrics have been developed that combine the objective function with
penalty terms based on the number of calibration parameters. With these metrics, the definition of “enough”
is that the improved model fit needs to overcome the penalty incurred by the added parameters.

Following the recommendations of Burnham and Anderson (2003, p. 66), we use the corrected Akaike
Information Criterion AIC, (Akaike, 1973, 1974; Poeter & Hill, 2007; Sugiura, 1978):

2N,(N, + 1)
AIC, =F/_+2N, +

. S kA 8
oo TP T N+ N, —N, -1 ®

where F(’) bj° the maximum likelihood objective function, is defined after Hill and Tiedeman (2007,

Appendix A)
Féb] =(Nd +Npr)1n27f—1n|0)|+Fobj . (9)

Here |w| is the determinant of the weight matrix. As we weight each patch equally (section 3.3), in our
application w is a vector of ones of length N; and In [w| = 0.

Thus, a model with more calibrated parameters will be penalized by having a higher value of AIC,, all else
equal. For example, the Basic model has two calibrated parameters and for it: AIC, = F,, b +4+12/17 = F, b+
4.7. In contrast, model BasicSt has five calibration parameters. For it AIC, = F, n 10+60/14 = F, b+ 14.3.
The BasicSt model must improve the value of F! . by 9.6 in order to be comparable to the Basic model.
For our application, model ranking based on AIC, and F,,; are nearly identical. In plots presented here we
show Fy;.

3.6. Parameters Set Constant in Calibration

A Method of Morris sensitivity analysis by Barnhart et al. (2020b) revealed that many parameters exert little
influence on the objective function. By holding these parameters constant in the calibration process, we can
significantly reduce the computational and analytical complexity of calibration. Table S2 lists the parameters
varied during calibration.
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Figure 3. Objective function surface for model Basic (000) characterized by a grid search of size 51 x 51 (a total of 2,601
model evaluations). The dashed white line indicates the upper limit of the diffusivity parameter range considered in
sensitivity analysis and calibration. Orange stars identify local minima. Magenta lines show optimum point and +1¢
bounds identified by hybrid optimization (see text).

The hillslope transport efficiency coefficient, D, appears in all models. The log-transformed coefficient,
log,,D, rarely emerged among the most influential parameters. Nonetheless, we treat it explicitly in calibra-
tion because it is the primary—and for many models, only—parameter to describe the rate of downslope
motion on hillslopes.

The random seed used in stochastic precipitation models was treated as a parameter in the sensitivity anal-
ysis in order to test the influence of the particular random sequences used. The seed value had uniformly
low influence. This finding implies that the differences between one random sequence and another (both
drawn from the same underlying distribution) have little impact on model output. The random seed was
held constant in calibration. Six models with stochastic precipitation show little sensitivity to either the pre-
cipitation distribution shape factor, c, or to the number of sub-time steps used in the numerical algorithm,
n,,. As such, both parameters are held constant in model calibration.

Models with a dynamic soil layer (Sa) are relatively insensitive to the characteristic soil thickness, H,,. This
parameter represents the length scale over which weathering rate declines. For calibration it was set to 0.5 m.
Models that include variable source area (VSA) hydrology, as well as those with a dynamic soil layer, use the
parameter H,,;,, the initial soil thickness. In both cases, the models show little sensitivity to the parameter.
In calibration, it is set to 1.5 m based on the observed thickness of soils at the site (Barnhart et al., 2020b).

Models that include VSA hydrology also specify a recharge rate, R,,. This parameter is one of three that
control subsurface flow capacity, with the others being soil thickness (H,,;,
saturated hydraulic conductivity, K,,. Together these three parameters effectively form a single lumped
parameter, and thus it is only necessary to calibrate one of them. The recharge R,,, is held constant at 0.5 m/yr

or dynamic if applicable) and

at*

(roughly half the site's mean annual precipitation) while K, is retained as a calibration parameter. The
models with two lithologies (Rt) are generally insensitive to the width of the contact zone between glacial
sediments and bedrock, W,. For calibration, it is held fixed at 1 m.
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4. Results

Asitis not common to formally calibrate landscape evolution models, we first describe the results of detailed
interrogation of the objective function for model 000 Basic. After our initial calibration attempt we deter-
mined that a global calibration method was necessary and made a second calibration attempt. This resulted
in 34 of the 37 considered models successfully calibrating (as defined by our criteria for calibration success).

4.1. Model Basic Objective Function Surface

Figure 3 shows the objective function surface for two-parameter model 000 Basic as determined by a simple
grid search. This model is one of only two models in the collection that have only two calibration param-
eters. Because the parameter space is only two-dimensional, we can easily visualize the objective function
surface. Exploring this model's objective function is also useful because model Basic contains two geomor-
phic transport parameters that are present (in some form) in all of the models: D, a parameter controlling
soil gravitational transport, and K, a parameter controlling the efficiency of water erosion.

The Basic objective function surface shows three primary domains (Figure 3). First, in light green and on
the left, is a flat region with objective function values that are relatively low, but not as low as the global
minimum. This region corresponds to model runs in which little or no erosion occurred. This feature of the
objective function makes sense given that the overall shape of the postglacial topography and the modern
topography are similar; models with little erosion get a moderate score that reflects their “success” in not
eroding the preserved plateau remnants. Second, in purple and on the right, is a region with very high
objective function values. In this region, too much erosion occurred due to high values of K, the parameter
that controls the ability of streams to incise. Finally, between these two regions lies a narrow band of lower
objective function values (in yellow on Figure 3). For values of D less than about 1072 m?/yr, the location
of this trough is only influenced by the value of K. For higher values of D, we see that the orientation of
the trough is influenced by both D and K. Adjacent to the grid search minimum point (shown with a white
dot) is a region with similarly low objective function values. We examined the objective function for local
minima (at the scale of our grid search) and found two, including one near the global minimum (orange
stars in Figure 3).

Examining the Basic model objective function surface, we can conclude that it is non-Gaussian. A Gaussian
objective function is one of the assumptions underlying many nonlinear least squares calibration methods.
The actual objective function surface shows an extensive region of parameter space that is relatively flat,
and therefore challenging for gradient-based optimization methods. Careful choice of convergence criteria
and algorithm step size are likely to be important for successfully applying a gradient-based method like
Gauss-Newton. The discrete grid values of Figure 3 reveal one local minimum near the global minimum.
We expect that there are additional local minima not observed at the resolution of the grid search because
multiple exploratory calibrations found that the Gauss-Newton method converged in the lower left corner
of Figure 3.

4.2. Initial Calibration Attempt with Gradient-Based Algorithm

Initial Gauss-Newton model runs with model Basic (000) successfully found the approximate location of the
global minimum shown in Figure 3. In initial calibrations of Basic and in follow-on trial calibrations with
other models, we found that many models produced calibration results with unrealistically low K and D
values (shaded region in lower left of Figure 3), resulting in little to no erosion. In order to understand this
issue, we performed a high-resolution series of parameter studies on the Basic model. Figure 4 shows two
transects approximately through the objective function minimum determined based on an early grid search
(Figure 3). The transects also demonstrate the presence of many small local minima. In light of this finding,
we decided to pursue an alternative method for calibration that is more robust with respect to local minima.

4.3. Calibration of Models With a Hybrid Method

After attempting calibration with the Gauss-Newton method, we explored calibration with a number of non-
surrogate global methods available in Dakota, including Adaptive Mesh as well as Direct (see B. Adamset al.,
2017a, for details and references related to these methods). We found a workable calibration methodology
that first uses the EGO surrogate-based global method (Jones et al., 1998) and then refines the search using
the NL2SOL method (Dennis et al., 1981). We settled on this method because it was the first calibration
method that we tried that provided results that met the criteria for calibration success of section 3.2. First,
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Figure 4. Results of a transect-based parameter study of model 000 Basic. The top three panels of the left-hand column
show a parameter study in which log,,K was varied and log,,D was fixed, and the top three panels of the right-hand
column show a parameter study in which D was varied and log, K was fixed. The gray bars highlight the region of the
global minimum. The top two panels (a and b) show the log;, of the objective function, while the second row of panels
(c and d) show the first derivative of the objective function. The third row of panels (e and f) show a zoomed-in version
of panels c and d. Finally, panels g and h show magnified portions of panels b and d. As panel g shows, the objective
function is bumpy, and this is manifested in multiple zero crossings in panel h. While these only show bumps in 1-D,
they are an indication that local minima in 2-D exist.

the efficient global method finds the approximate location of the global minimum, and then the parameter
values are refined by a gradient-based method.

Figure 5 presents maps of modern minus end-of-model run topography (here called the topographic residual)
for all calibrated models, and Figure 6 shows the objective function values with their uncertainty bounds.
There is a clear break between the performance of the first eight models—which all differentiate between
rock and till (Rt models)—and the remaining models.

One rock-till model performs notably worse than the rest. It includes explicit treatment of soil, and is dis-
cussed in section 5.1.4. All model fit metrics are presented in Table S3, and a hillshade of each model's
end-of-run topography is given in Figures S2-S35. Assessing model rank using the AIC,, which includes
penalty terms for models with more parameters, does not substantially impact the relative ranking of mod-
els. Using the variance of the least squares estimator, we obtain estimates of each model parameter (Tables
S4-S37).

Using a grid search, we verified that the hybrid EGO-NL2SOL method found the correct region of the objec-
tive function minimum for models Basic and BasicRt. We also verified that, as expected, the EGO-NL2SOL
method always improves upon the EGO method alone (Figure S1). Given that we are unable to demon-
strate convexity for our models, and run times prohibit a comprehensive grid search for any but the simplest
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Figure 5. Maps of model fit (observed minus simulated modern topography) for all 34 successfully calibrated models
ordered from best (a) to worst (hh). The dashed line outlines models with the Rt element, and the solid line identifies
model Basic. Value given in parentheses is the model's best fit objective function score.

models, we must accept that an unknown number of subsequent solutions are local minima. However, we
designed the success criteria carefully with this reality in mind, and expect the effect to be minor. The com-
bination of a surrogate-based global method (e.g., EGO) and a gradient-based method (e.g., NL2SOL) is a
promising strategy for calibrating landscape evolution models.

Several models completed calibration with estimated parameter values on the edge of the parameter space.
This typically occurred for one of three reasons:

1. A calibrated value indicated that the model was trying to recover a simpler option. For example, model
840 tried to recover the dynamics of model 800 by setting the critical slope S, to the highest possible value.
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Figure 6. Model fit obtained in calibration measured using a sum of squares objective function (section 3.3). Models are ranked based on calibrated value

from left to right. Models may have a higher (worse) objective function value than Basic (black dot) for two reasons: (a) a model has a similar objective function
value to Basic but was penalized for having more parameters, or (b) the model cannot fully recapture the functional form of Basic through parameter values
(see section 3.2, Criterion 4). Two confidence intervals are shown for each model: one that likely exaggerates uncertainty (F distribution, thin lines), and one
that underestimates uncertainty (Student ¢, thick lines).

2. The calibrated value of the hillslope diffusivity D was at the highest possible value. We do not consider
this to indicate calibration failure because the objective function shows low sensitivity to D (Barnhart
et al., 2020b). We included it in the calibration as it is often the only parameter that influences hillslope
sediment flux.

3. The calibrated value of the maximum soil production rate P, was at the highest possible value, and the
soil depth-dependent hillslope sediment flux decay depth was estimated at its lowest possible value. This
result is discussed further in section 5.1.4.

5. Discussion
5.1. Which Model Elements Improve Performance?

The calibration results overwhelmingly support the conclusion that models for the Franks Creek watershed
that differentiate between bedrock and glacial till perform better than models that do not. These models all
include the Rt component of Table 1. This is evident in the group of best performing models, which all have
purple outlines in Figure 6 indicating rock-till differentiation. The effect of including the Rt element on the
results is that the erodibility coefficient for bedrock is allowed to be smaller than that for till. This permits
the incision of the channel network into the till plateau without extensive incision of the upper watershed
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(Figure 5). The addition of this element of complexity reduces the objective function value by a factor of
three, from 351.4 to 110.8.

To illustrate this conclusion, we contrast results from model Basic (000) and model BasicRt (800), which
differ only in the inclusion of the Rt component (Figures 5f and 5aa). The objective function was designed to
put more weight on erosion in the lower part of the drainage network and adjacent plateau. The calibrated
model Basic over-incises in the upper parts of the watershed in order to enable some incision in the lower
part of the watershed. This results in modeled modern topography that has not incised enough in the lower
part of the watershed but has incised too much in the upper part of the watershed. In contrast, model BasicRt
has two values for erodibility, and is thus able to incise more in the lower part of the watershed while not
incising excessively in the upper, bedrock-underlain portions of the watershed. There are still flaws in model
BasicRt's performance. For example, the valley it incises into the till plateau is too narrow. The overly narrow
valleys in both models reflect the use of a simple linear diffusion law for hillslope transport, rather than a
nonlinear law with a specified slope threshold (see Barnhart, Glade, et al., 2019). Additionally, model BasicRt
erodes more than it should in areas between channels, over much of the watershed.

Among the eight two-element Rt models, the most successful are those two that include an erosion thresh-
old, BasicRtTh (802) and BasicDdRt (808) (Figures 5b and 5c¢). Model BasicRtTh includes two additional
parameters that model BasicRt lacks: an erosion threshold for glacial sediments and an erosion threshold
for bedrock. In model BasicDdRt, which allows the erosion threshold to increase with incision depth, it is
the rate of change of threshold value with incision depth that varies between rock and glacial sediments.
The addition of the erosion threshold permits the calibrated models to incise the main channels but not
over-erode away from the main channels. The problem of insufficient erosion along the side slopes of lower
Franks Creek remains, but as in the case of model Basic, this is to be expected because neither BasicRt or
BasicRtTh has a mechanism to create planar hillslopes.

Given the preliminary success of model BasicRtTh and the anticipated improvement the nonlinear hillslope
component would provide in better capturing the planar slopes adjacent to Franks Creek, we created an
additional, three-element model, BasicChRtTh (842). This model retains the rock-till map and use of erosion
thresholds, and it also adds a nonlinear (Taylor series) model of downslope soil motion (see Barnhart, Glade,
et al., 2019, for details on the formulation of this model). The nonlinear law has the property that it tends to
create planar side slopes with a gradient close to a specified threshold gradient, S,. This model performs the
best out of all calibrated models (Figures 5a and 7d).

The importance of nonlinear hillslope sediment transport in calibration provides an apparent contrast with
the results of Barnhart et al. (2020b), who found that the hillslope diffusivity D is not often an important
parameter in sensitivity analysis. As discussed further in Barnhart et al. (2020b, their section 10.6) this
seemingly contradictory finding points to the important distinction between an important process and an
important parameter.

5.1.1. Nonlinearities in Model Structure

Model BasicChRtTh performs the best of all considered models. But BasicChRt—which combines a non-
linear hillslope law with a rock-till map, but unlike BasicChRtTh, lacks a threshold—does not perform
substantially better than model BasicRt (they have nearly identical objective function values; Figures 5f and
5h). Moreover, the calibrated value of its threshold gradient (S,) parameter is at the upper limit of the per-
mitted parameter range. This is an indication that in calibration BasicRtCh is attempting to recover the
diffusive end member presented by BasicRt (Table S33). Taken together this indicates that the Ch and Th
model structure elements are interacting nonlinearly.

Figure 7 contrasts four calibrated models to explore this: BasicRt, BasicRtTh, BasicChRt, and BasicChRtTh.
Comparison of the hillshade and topographic residual reveals where each model made advances. The addi-
tion of a threshold reduces erosion slightly over the entire domain (purple goes to white from Figures 7a
to 7b). The addition of the nonlinear hillslope law widens the main valleys in the lower part of the basin
(orange gets lighter in some locations from Figures 7b to 7d). Examining the areas adjacent to the channels
in the upper portion of the watershed in BasicChRtTh indicates that these areas have eroded more than in
BasicRtTh. This represents the nonlinear hillslopes responding to channel incision in the upper watershed,
and it indicates why BasicChRt did not improve over BasicRt.
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Figure 7. Comparison of hillshade (left column) and modeled topography (right column) for four models that include
the rock-till distinction. (a) 800 BasicRt (b) 802 BasicRtTh, (c) 840 BasicChRt, (d) BasicChRtTh.
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We conclude that unrealistically wide gullies in the upper watershed occur in model BasicChRtTh because
stream reaches with small contributing area in the upper part of the watershed experience water erosion
and then create steep slopes that result in increased hillslope sediment flux. This then results in too much
erosion in the upper part of the watershed. This result points to potential value of letting hillslope param-
eters vary with lithology. Modifying the nonlinear hillslope component to allow for a spatially variable S,
with different values assigned to bedrock and till domains, could lead to improved performance by allowing
steeper valley side slopes in the bedrock portion of the watershed.

5.1.2. Coincidence of Drainage Area and Lithology

The best performing model that does not include rock and till is model BasicVm (001). The performance
of this model reflects the coincidence between drainage area and lithology: the largest streams flow on the
weaker till material. The process change present in model BasicVm is a variable drainage area exponent.
In model Basic, the value for m is set at 1/2, which means that, for a given channel slope, erosion rate is
proportional to the square root of drainage area. This has the effect of more channel incision by water erosion
in the downstream reaches of the major streams, where drainage area is larger. In the case of Franks Creek
watershed, these downstream reaches happen to correspond to the areas with thick till and deep incision.
The calibrated value of m in BasicVm is 0.86, which describes a faster downstream increase (relative to
the m = 1/2 case in the Basic model) in the efficiency of water erosion with increasing drainage area. In
other words, the calibration of model BasicVm uses a higher-than-expected value of m to compensate for
the assumption of uniform lithology and allow the lower reaches of channels that cross the till plateau to
incise more deeply. The modification of m is an example of obtaining the right results for the wrong reason
(Beven, 1989; 2002; Grayson et al., 1992; Kirchner, 2006; Klemes, 1986; Lane & Richards, 2001).

5.1.3. Extra Complexity With No Improved Performance

One might expect that stochastic hydrology models (St: 100, 102, 104, 108, 110, 300), which have three
calibration parameters that control rainfall intensity and frequency, would be able to outperform their deter-
ministic counterparts. Our suite of 37 models includes six pairs of stochastic/deterministic models—that
is, models that are identical in every respect except that one is deterministic and the other is stochastic
(Figure 8). Examining the relative performance of these pairs permits us to identify whether explicitly treat-
ing stochastic variability in runoff improves model results. We find that stochastic models do not calibrate
any better than their deterministic counterparts, even given their additional calibration parameters. We
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interpret this as an indication that explicitly treating the rainfall distribution does not provide additional
explanatory power in this region. This result indicates that for our application, the use of an “effective” erodi-
bility factor (and, for fluvial threshold models, a smoothed threshold) appropriately subsumes the effects of
sequences of high and low runoff. This finding is consistent with previous analyses of how stochastic vari-
ability in streamflow impacts erosion and sediment transport (Lague et al., 2005; Molnar, 2001; Tucker &
Bras, 2000; Tucker, 2004; Willgoose et al., 1991). A common thread in these analyses is that the influence
offlow variability can be expressed analytically through a factor that includes an integral over all possible
discharge values, thereby providing an expected rate of erosion or sediment transport when averaged over all
possible flow levels. For slope-discharge erosion laws like the ones used in this study, the effect of flow vari-
ability can usually be subsumed into the erosion parameter K (Tucker, 2004). For erosion laws that include
a threshold term, however, one might expect that fixed-discharge and variable-discharge laws would pre-
dict different behavior. The former implies the existence of locations where the threshold is never exceeded,
whereas the latter allows erosion to occur at some rate everywhere simply because the threshold will always
be exceeded for some fraction of time. Despite this, we find little difference between fixed-discharge and
stochastic-discharge models even when a threshold is included (Figure 8, red hexagon). The similarity in
behavior presumably reflects our use of a smoothed (as opposed to fixed) threshold function, which also
allows some degree of erosion to occur at all locations. The similarity in performance between stochastic
and deterministic model variants implies that one can include the effects of flow variability by incorporat-
ing them into a single lumped parameter, without needing the extra parameters and degrees of freedom that
the stochastic models require.

5.1.4. Model Structure Improvements

Based on our calibration results, there are two primary artifacts that present targets for improving models.
First, many models exhibit long, linear incision features in the southern part of the model domain where
the bedrock-dominated upland area meets the flat-lying till plateau (see, for example, Figure 7c). All models
use the common D8 method to direct and accumulate surface water. This approach to surface hydrology
does not handle divergent areas accurately, and is the likely culprit behind the observed incision features.
These features are thus artifacts of an oversimplified representation of surface hydrology. This finding is
broadly consistent with a study by Hancock et al. (2010), who compared SIBERIA (a numerical model with
single-direction flow routing) with CAESAR (a cellular model with multiple flow direction) in the context
of Tin Camp Creek catchment in Australia. They found that some areas of the catchment had enhanced
incision in SIBERIA model runs, possibly due to overprediction of flow convergence as a result of the D8
routing algorithm. We recommend that future work consider alternative surface water routing schemes as
part of the model structure space.

A common challenge in comparing numerical models is that the programs often differ in multiple ways,
which makes it difficult to isolate individual processes or effects. One potential benefit of developing models
within a consistent framework such as the Landlab Toolkit is that models can be constructed in such a way
that only one element changes at a time (e.g., use of standard D8/Steepest Descent flow routing or using the
OverlandFlow shallow water flow component of J. M. Adams et al., 2017). This permits, for example, the
isolation of the flow routing effects so as to shed light on when different types of flow routing change model
analysis results (e.g., Shelef & Hilley, 2013).

We note that none of the models that explicitly treat soil (Sa) perform especially well. Examination of the
resulting modeled topographic residual (for example, for model BasicRtSa (C00), Figure 9) indicates that
these models under-predict erosion and widening of the major valley side slopes. Model output indicates
that adjacent to these channels is a thin soil layer. Recall that in the Sa model variants, downslope material
transport is limited by the thickness of the available soil layer, and the rate of production of this soil layer is
itself limited. We interpret the relatively poor performance of models with a dynamic soil layer to indicate
that even with the highest justifiable soil production rates, soil cannot form fast enough in this model to
keep up with rapid stream incision. The model fails to account for the fact that the glacial material is capable
of failing and moving downslope without first being weathered into soil. In retrospect it may seem obvious
that it is necessary to permit till to move in this environment—however, it is only through examining the
calibration results that we were able to identify that no reasonable soil production rate was sufficient in
this context. A clear next step to improve this model would be to allow soft lithologies such as till to move
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Figure 9. Comparison of end-of-model run topographic elevation for (b) poorly performing model C00 BasicRtSa with (a) the best performing model 842
BasicChRtTh. In BasicRtSa model hillslopes do not respond to the deeply incised main channel because mobile regolith is not produced fast enough. Little
incision occurs in the upper portions of the watershed. The objective function value is given in parentheses.

downslope through hillslope processes, and configure the model with two transport coefficients: a larger
one that applies to soil, and a smaller one that permits the till to move without being first converted to soil.

The failure of Sa models is an example of the general utility of calibration in identifying weaknesses in our
knowledge of geomorphic process or model representation. In this case, our process representation of an
explicit soil layer was well intentioned but flawed. Yet it was only through calibrating this model that we
identified this flaw.

5.2. Assessment of Model Ranking Based on Validation

A validation effort serves as an independent check on the calibration. If all models performed equally well
in calibration and in validation, they would plot on the 1:1 line in Figure 10. Models do not plot on this
line, but are offset and almost parallel to it. We can draw two primary conclusions from these results. First,
the validation results support the relative rank-ordering of the models identified by calibration. Second, the
clear distinction in calibration score between BasicChRtTh (842) and the remaining Rt models is not as clear
in the validation scores.

We made validation model runs for all 34 models on 5 initial condition topographies described by Barn-
hart et al. (2020, their section S3). Examination of the validation results by initial condition (Figure S36)
indicates that all models performed much worse on the postglacial initial topography with 0% etching. This
makes sense when we compare the topography in the two drainage basins—the validation basin has a large,
very flat region in the lower portion of the watershed. Small changes in the placement of the main channel
in this area therefore result in large objective function values. For this reason we excluded the 0% etching
validation results from further analysis.

The best performing models are those that distinguish between rock and till. However, in validation, the
clear benefit of BasicChRtTh over the remaining Rt models does not persist. Model BasicDdRt (808) per-
forms best overall in validation, followed by BasicRtTh (802) and BasicChRtTh (842). The fact that each of
these models includes an erosion threshold supports the conclusion that a threshold is an important ele-
ment in a successful model for this domain. The validation results, however, do not provide support for the
conclusion that model BasicChRtTh is significantly better than the other 800-variant models.

A plot of modern versus modeled topographic residual for each of the validation model runs assists with
interpretation of the offset between the 1:1 line and the validation results in Figure 10 (Figure 11). Figure 11
can be contrasted with Figure 5. Almost all validation model runs show a similar pattern of misfit between
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Figure 10. Comparison of model performance in the calibration and validation watersheds. Application of the calibrated models to the validation domain does
not substantially change the model ranking.

modern and modeled topography in the upper elevations of the watershed. These model runs produce
topography in the upper portions of the watershed that is closer to the modern validation domain than
the respective domain in the calibration watershed. In contrast, there is not sufficient incision in the lower
portion of the validation watershed, and the misfit is greater than that in the calibration watershed.

Examination of the calibration and validation results from model BasicChRtTh reveals the main reasons the
model performed poorly in the validation domain (Figure 12). The topographic residual indicates reasonably
good model fit in the area of the main channel that drains the bedrock-dominated uppermost portion of
the watershed (which runs from the outlet to w to x in Figure 12). The next largest channel (at the point
marked y) has incised deeply enough, but the river valley has not widened sufficiently, and the remainder of
the channels (around the point marked z) have not incised sufficiently and do not have wide enough valleys.
We speculate that this is because many of the channels in the area marked z have very low drainage area and
are not able to incise sufficiently in the 13 ka duration. As valley widening at this site occurs primarily due to
hillslope response to channel incision, the V-shaped valleys that cut the till plateau are not sufficiently wide.
It is tempting to assume that the discrepancy arises because the modeled valley bottom width is narrower
than the actual valley bottom width. However, the observed-valley bottom width is on the order of 10 m or
less (similar to the model grid resolution).

An additional consideration, motivated by the observation that the validation watershed has much greater
drainage density than the calibration watershed in the till plateau areas, is that runoff generation mech-
anisms are different in the two areas. This may reflect the presence of an alluvial fan deposit in the
calibration watershed (LaFleur, 1979), which may be more permeable and generate less runoff than the
glacial sediments.

While our objective function was designed to be equivalent across watersheds, and the validation water-
shed was chosen as the most similar watershed to Upper Franks Creek, the offset between the calibration
and validation performance is an indication that improvements to our objective function are needed. Small
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Figure 11. Maps of model fit (observed minus simulated) for all 34 successfully calibrated models run on the validation
domain with the 7% etching initial condition. Models are ordered based on calibration ranking from best (a) to worse
(hh), and the value in parentheses provides the validation objective function value. The dashed line outlines models
with the Rt element and the solid line identifies model Basic.

differences, such as a larger portion of flat-lying areas or slightly different runoff generation characteristics,
may always present a challenge in landscape evolution model validation.

5.3. Lessons From the Current Objective Function

The “elevation patch” objective function defined in section 3.3 was developed to be portable to multiple
watersheds, take advantage of the beneficial mathematical properties of the L2 norm and least squares cal-
ibration, and produce sensible relative model rankings. It was for similar reasons that Skinner et al. (2018)
used a stream-order-based spatial aggregation. While the elevation patch objective function proved sufficient
for this initial application, using it across such a large model space exposed areas for future improvement.
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Figure 12. Comparison of calibration (left column) and validation(right column) watersheds for model 842
BasicChRtTh. Modern topography (a), end-of-model run topography (b), and topographic residual (c) illustrate the
spatial patterns of model performance. Letters w, X, y, and z refer to locations discussed in the text.

After discussing the results of an initial effort to construct an alternative objective function based on statisti-
cal metrics of watershed topography, we enumerate lessons learned from application of the elevation patch
objective function.

5.3.1. Objective Function Based on Topographic Metrics

Exploratory calibrations using the Gauss-Newton method and a preliminary objective function composed of
topographic metrics such as the mean elevation and hypsometric integral (see Barnhart et al., 2020b, their
section 6 for full list) failed to meet Criterion 2. This criterion requires that model ranking based on the objec-
tive function not be in conflict with model ranking based on expert assessment of simulated equivalents. We
discuss this failure in the spirit of supporting future development of objective function components. Poor
performance of an objective function composed of topographic metrics may arise, in part, from the weight-
ing of individual metrics. In order to use the metrics in the context of formal calibration, it is necessary to
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Figure 13. Slices through the objective function surface of models 002 BasicTh (a) and 802 BasicRtTh
(b) demonstrating correlation between erodibility parameters (x axis) and erosion thresholds (y axis). The slices are
taken at the minimum values for the other model parameters.

define weights to combine them into a single objective function. Each weight reflects the sources of error
in the observation, including measurement error and model error (Hill & Tiedeman, 2007, their Guideline
6, p. 291). Constructing the objective function also requires bringing multiple observations with different
units and/or dimensions onto a unified scale. In our development of this preliminary objective function
we struggled to identify appropriate weights to combine the topographic metrics into an objective function.
Multiobjective optimization approaches may provide a promising approach to identifying suitable weights.
They, however, are too computationally intensive for our analysis of 37 landscape evolution models.

5.3.2. Objective Function Based on Topographic Difference

Next we consider the objective function based on direct topographic difference. First, it has properties that
make application of gradient-based optimization such as nonlinear least squares challenging. For example,
the objective function has many small local minima (Figures 3 and 4). In use cases like ours, in which it is
not possible to prove convexity for any of our models, the possibility of local minima will persist. It is beyond
the scope of this work to fully diagnose the origin of these minima. These local minima may be a property
of many landscape evolution models, they may be a property of the components of the objective function
(P; in equation (4)), they may be related to certain numerical approximations (such as the route-to-one flow
accumulation algorithm), or they may result from mathematical artifacts (Clark & Kavetski, 2010; Kavetski
& Kuczera, 2007; Kavetski & Clark, 2010).

Second, the models have a number of parameters that are process-critical but have little influence on the
objective function. An example of such a parameter is the linear diffusion coefficient D. Examination of
parameter estimates from calibration indicates that this parameter was associated with large uncertainties
when using a least squares method for calculating confidence intervals. Figures 3 and 4 indicate that the
bottom of the objective function surface is relatively flat. Future work should identify objective function
components that are more sensitive to D, as it is almost always the only model parameter that controls
hillslope evolution.

5.3.3. Impact of Parameter Correlation

A third issue pertains to correlation between process parameters. Investigation of the objective functions of
models 002 BasicTh and 802 BasicRtTh, for example, indicate that some calibration parameters are highly
correlated with one another (Figure 13). Similar patterns of parameter correlation in objective function sur-
faces have been presented in prior studies in geomorphology (Croissant & Braun, 2014; Pelletier et al., 2011;
Tomkin et al., 2003).

BARNHART ET AL.

23 of 28



Journal of Geophysical Research: Earth Surface 10.1029/2018JF004963

Both model BasicTh and BasicRtTh use erosion thresholds, such that fluvial incision is given as (for model
002)

kal/2s
E=KAWS—%<1—e% >. (10)

Examination of equation (10) reveals that one should expect correlation between K and w,: a change in
either of these parameters could produce the same change in E. We formulated the equation in this way
based on existing theory and because there is existing literature that constrains the values of K and , (and
related parameters; see Barnhart et al., 2020c). However, when identifying parameters for a calibration algo-
rithm to estimate, it is helpful to minimize parameter correlation because when two parameters are highly
correlated the calibration algorithm can get the same objective function value by changing the two parame-
ters in concert. In effect, this parameter inter-correlation means that only one parameter can be estimated.
One solution is to use a dummy parameter. For example, one could define a dummy factor Fy such that
K = Fyw,. This dummy variable effectively represents the portion of K that is independent of w,, such that
both Fy and @, can be estimated through calibration. We recommend that future calibration efforts assess
the inter-related nature of model parameters and seek to reduce unnecessary correlation.

The impact of covariance is further demonstrated by comparing the calibrated parameter values for models
800 and 802. Model 800 includes an erodibility for till K; and rock K,. Calibration of this model yields values
of log,,K; = —3.6 and log,,K, = —7.1 (Table S28), indicating that rock is much more difficult to erode than
till. Model 802 adds erosion thresholds for till w, and for rock w,. The calibration results for this model
indicate that the erodibility values are more similar (log,,K; = —3.2 and log, K, = —3) while the difference
between the two substrates is taken up by the thresholds (log, @, = —1.57 and log,,@, = —0.17, Table S29).

5.3.4. Assessing Nonlinear Least Squares Assumptions

Finally, we note that the objective function does not conform to three assumptions underlying nonlinear
least squares calibration methods. For reasons described below, we do not think that this is problematic for
our conclusions. However, we describe the flaws in our objective function to enable future improvements
to similar efforts.

First, the shape of the objective function in the vicinity of the global minimum for D in Figure 4 is rather
flat. This results in large parameter confidence intervals because these intervals are based on the numerical
estimate of the Hessian (second derivative matrix of the objective function with respect to the parameters).
A flat objective function surface is not well approximated by the first-order Taylor series expansion used
to numerically calculate the Hessian in nonlinear least squares methods. Second, the shape of the objec-
tive function is not symmetric, particularly in K. This implies that linear confidence intervals may be an
insufficient approximation of parameter uncertainty. Finally, the shape of the minimum (yellow areas in
Figures 3 and 13) implies that estimated parameters are not always linearly separable.

Despite the above issues, the nonlinear least squares is a well established and well-vetted statistical method
that is commonly used to draw inferences even when all underlying assumptions are not met. The result
that all rock-till models outperform any other model further supports our geomorphic inference. Based
on our interrogation of the objective function properties, we recommend that results dependent on cal-
ibrated parameter estimates are assessed to determine whether assumptions are valid. When comparing
observed and modeled landforms, non-Gaussian objective functions are likely to be the norm rather than
the exception. Successful calibration therefore relies on methods that can handle such complex surfaces.

Formal model analysis reveals strengths and weaknesses in model construction and assumptions, as well as
the elements of the objective function. Based on the results presented in studies such as Clark and Kavetski
(2010), we anticipate that resolving these issues lies in the domain of Earth surface processes rather than
in statistics or inverse theory. We presently have no basis to argue that the sum of squared residual form of
the objective function is flawed for these applications. Future efforts using model analysis methods should
work toward identifying objective function elements and models that result in smoother and more robust
objective functions. For example, Furbish (2003) explored a potential improvement and advocated for a
promising approach: comparing models and observations using two coupled state variables together, such
as soil depth and elevation.
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5.4. Implications for Other Locations and Models

The extent to which our results will translate to other catchments, spatial scales, and temporal durations is
not known. While the details of which aspects of model complexity improve model performance many not
be consistent from one location or scale to another, there are two major aspects of our results that are likely
to transfer to other applications in Earth surface process modeling.

First, the multimodel approach provides a formal avenue for testing hypotheses related to which geomorphic
transport formulae and/or other aspects of model development best represent the dynamics of long-term
landscape evolution. We are not the first to use such an approach (e.g., Doane et al., 2018; Hancock et al.,
2010; van der Beek & Bishhop, 2003). A major benefit of developing our application within the Landlab
Toolkit framework is that it is relatively easy to extend our model set to include other modifications to
governing equations. While the set of models we consider does not cover all possible choices in process rep-
resentation or all possible geomorphic transport formulas that have been considered in landscape evolution
modeling (see Tucker & Hancock, 2010, for a review), our choices cover many of the most commonly used
principles.

Our application of a hybrid surrogate-based global and complex model gradient-based optimization method
is a promising portable approach for applications with long simulation times and objective functions with
unknown properties (e.g., smoothness, local minima). However, further work on refining objective functions
and optimization techniques in Earth surface processes modeling is needed to determine which objective
functions and optimization methods are consistently successful.

Second, we expect that our finding of nonlinearities in model structure and parameter space will be the rule
and not the exception, especially in the case of simulation timescales that are shorter than typical process
adjustment timescales. The results of Barnhart et al. (2020b) indicating highly nonlinear effects in sensitivity
analysis are consistent with existing sensitivity analyses in Earth surface process modeling (e.g., Shobe et al.,
2018; Skinner et al., 2018; Temme & Vanwalleghem, 2016; Ziliani et al., 2013). The challenges of parameter
covariance described by Figure 13 are similar to objective functions shown by Tomkin et al. (2003) and
Croissant and Braun (2014). This is likely the result of the presence of thresholds in many geomorphic
transport formulae.

6. Conclusions

We present a novel study in the application of the methods of model analysis to landscape evolution model-
ing. Using a hierarchical suite of alternative models designed to efficiently explore a high-dimensional model
structure space we identified the model structure permutations that improve simulation performance.

Calibration of multiple alternative models using the same objective function and formal calibration algo-
rithms discriminates meaningfully between alternative models, and thereby reveals which geomorphic
process permutations add value when simulating a system. Validation is needed to provide an independent
check; our validation results show that the benefits of the rock-till differentiation and erosion threshold per-
mutations persist when the calibrated models are applied to a new watershed. The ranking of other process
elements is less consistent.

Application of multimodel analysis in landscape evolution is both a useful tool and a philosophical
approach. Given the state of uncertainty about the form of governing equations and appropriate ways to
simplify them for use on geologic timescales, multimodel analysis provides a framework for true hypothesis
testing of landscape evolution theory.

Code and Data Availability

The creation and analysis of models presented in this three-part series was fully scripted. Instructions for
reproducing the results (which took nearly 1 million core hours to run), input files, model and analysis
code, and the model output files are available through a GlobusConnect endpoint (endpoint name: Barn-
hart. WVDP_EWG_STUDY3, endpoint identifier UUID 89df0600-bd11-11e8-8c12-0ald4c5c824a). In addi-
tion, the input files and code are housed on GitHub (https://github.com/kbarnhart/inverting topography_
postglacial) and archived with Zenodo (Barnhart et al., 2020a).
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